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We believe in the power of
exceptional instructors. Our
commitment to excellence
means partnering with top
professors and industry
experts to guide students
towards outstanding college
applications.

OUR MISSION Empowerment Through
Expertise

Letters of Recommendation
Have the opportunity to
receive personalised
recommendation letters
penned by our professors.
Consider it a stamp of
approval for your intellectual
prowess. 

No more than 20 students
per Research Course
We do not believe in profit
maximisation. We put
students at the centre of
everything that we do.

Our mission is to empower students
with top-tier instructors, ensuring
they excel academically and stand
out in college applications. We're
committed to providing expert-led
programs that equip students with
the skills and experiences needed
for success in both academia and
the professional world.



By participating in our programs,
students can receive not only guidance
but also an endorsement from the best
of the best in a panoply of fields,
bolstering their college applications.
Among students who have enrolled in
our programs:

83.9% students have successfully been
admitted to the top 50 QS-ranked
universities.

THE REDX
MAGIC



THE SECRET TO
SUCCESS.

Like Columbia and Harvard, MOST top universities value
research undertaken by applicants.

Deep Research in your area of interest is one of the best, if
not the best way of showing admission officers that you
are truly interested in what you seek to study.

According to their admissions page, Harvard does not
encourage students to take an excessive number of courses
at school. Instead, it advocates for a more balanced
approach, such as engagement in research programs.
Students are encouraged to submit their research findings as
a  component of their application to the university.

Johns Hopkins places an unbelievable emphasis on letters of
recommendation. With RedX, students have the opportunity
to receive a letter of recommendation from the best
professors in their respective fields.

Research experience!



University of Pennsylvania:

“Nearly one-third of the admitted
students engaged in academic
research during their time in high
school...worked alongside leading
faculty and researchers in their fields of
interest.”

Evaluation & Letter of
recommendation
Students who participate in our
programs will be issued an
evaluation by the professor. This is in
tandem with opportunity to receive
a letter of recommendation
primarily based on their research
submission. These letters can greatly
enhance students' college
applications, making them stand
out from the crowd.

Coveted Certificates
After completing RedX programs,
students will receive a certificate of
completion. Our partnership with
Certifier enables us to issue sleek and
stylish certificates. Students may add
the certificate to their LinkedIn.

Intensive Projects
Through our programs, students will
engage in group research projects
that consolidate their understanding of
the course material and bring out the
best of their abilities. These projects will
serve as uncompromising supporting
evidence of talent and commitment,
whatever they are upto in the world of
study and work.

TANGIBLE
OUTCOMES
With an incessant influx of applicants
with stellar grades, top universities have
come to value passion more than
grades. They often implicitly prescribe
that applicants elaborate on academic
endeavours outside of their educational
institutions. In essence, they are looking
for someone who goes beyond a set
syllabi.

Enriching Personal Statements 

Work with Top Scholars



Prof. Kyle Keane at MIT

Your Instructor

Data Science
Predictive Analytics
Statistical Modeling
Decision-Making
Project Management
Computational Prototyping
Leadership in AI
Implementation
Artificial Intelligence and
Machine Learning

Focus

Uncovering the workings
of Large Language Models

Artificial Intelligence (AI) and Machine
Learning (ML) are revolutionizing the way
decisions are made across various
sectors. From automating routine tasks to
providing deep insights into data, these
technologies enable more efficient
processes, enhanced accuracy, and the
ability to scale decision-making
capabilities. This course delves into the
operations of the large language models
as we know them: ChatGPT, Bing, Gemini.
Students will probe into how LLMs are
designed, developed and employed to
present an easy-to-use product on our
devices. 

Why choose this course?

The curriculum will cover fundamental
concepts of natural language processing,
the architecture and training
methodologies of these models,
techniques for fine-tuning and transfer
learning, evaluation metrics for assessing
model performance, ethical
considerations in their deployment, and
exploration of advanced multimodal
models that work with not just language,
but also image and audio generation.

What you will learn:

AI Research Scientist at MIT

Senior Consultant at Ventus Executive
Solutions, specializing in applied
quantum technologies

Research Programmer at Wolfram
Research Inc., developed natural
language processing algorithms

Director of the Interactive Materials
Education Laboratory (IMEL), fostering
undergraduate research

“World-class AI technology expert
with gift for simplifying things.”



Week Professor’s Live Class Mentor’s Live Class

Week 1
Definition of Large Language Models.
Overview of LLM workings, applications and implications.

1-hour lecture support

Week 2
The Fundamentals of NLP: tokenization, word embeddings,
language modeling.

1-hour lecture support

Week 3
Understanding how large language models are trained,
including architectures like Transformer and GPT.

1-hour lecture support

Week 4
Techniques for adapting pre-trained models to specific tasks.
BERT architecture and pre-training objectives.

1-hour lecture support

Week 5
How the performance of language models is measured and
evaluated.

1-hour lecture support

Week 6
An Introduction to mulitmodal models and large-scale training
methodologies

1-hour lecture support

Week 7
Deep dive into Multimodal Models with a focus on OpenAI’s
Sora.

1-hour lecture support

Week 8 
Professor Keane helps you identify a thesis for research and assigns
preliminary readings.

1-hour Research mentorship

Week 9 Meet with Group to discuss shared research project. 1-hour Research mentorship

Week 10 Meet with Group to discuss shared research project. 1-hour Research mentorship

Week 11  Group Research Presentation; evaluated by the Professor. 1-hour Research mentorship



TEXTS/READING
FOR THIS CLASS:

Deep Learning" by Ian Goodfellow, Yoshua Bengio, and Aaron Courville.
"Natural Language Processing with Python" by Steven Bird, Ewan Klein, and
Edward Loper.
"Attention is All You Need" by Ashish Vaswani et al. (for understanding
Transformer architecture).
"Bias in Natural Language Processing" by Emily M. Bender and Batya Friedman.
"BERT: Pre-training of Deep Bidirectional Transformers for Language
Understanding" by Devlin et al., 2018 (explains BERT architecture and pre-training
objectives).

*They will be available on your portal.




